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Optimizing and redesigning our processes with modern technological components in order to change how we operate

Product- and Service Innovation through renewed Customer Centricity and Digital Transformation requires Strategy, Operations and People

Operating Model

( )

Strategy & Direction Automation & Implementation

Robotics

Strategy & Work force &
Transformation Competence
U
= Marketplace o U Diaital _g * Workforce collaboration
= Business drivers 8 cs:z il = = Employees
*» Goals & Outcomes Y Operations 8> *= Career development
= Customers o O = Knowledge
= Competitors @ = Skillset

Business model

Change management

Analytics How we utilize our People

& loT

WHAT we are trying to do

g J

How we operate w/Technology




Ed AlSH S Olo 20 A
CIX|E M= Hdd = flet 7=/t
The capabilities of automation technology can be classified into four groups of automation “skillsets”.

interpret Recommend / Decide

Rule-based automation Dialogue automation Analytical automation Cognitive automation

Perform transaction based Have conversations & interaction, Interpret unstructured data, Make recommendations and
on standard rules and workflow clarify intent and support language, images, sound predictions based on data

PV PV PV PV

Big data processing
Pattern recognition
Machine learning

Adaptive logic & reasoning

Structured input data Language processing = Interpret unstructured data,

Defined workflow Interpretation images, video, sound
Defined rules & logic Confer with knowledge base = Base knowledge
Existing applications Generate response = Structure data

Technology Technology Technology Technology
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Don’t underestimate the power of good data

Sufficient volumes of quality data must exist to train models properly. Ensuring accessibility and availability of data can help
scientists to build accurate solutions, or equally inhibit their ability to build trustworthy models.

Produce more with the same number of people

Leverage Al to reduce the administrative task load of employees through automation, freeing them up to perform high-value
tactical and strategic work. Equally as important, use Al to drive insights and detect issues and opportunities in data that is too
large for traditional approaches to effectively accomplish meaningful results.

Artificial Intelligence solutions are not plug and play

While many APIs and pre-built platforms are great accelerators, most solutions also require custom programming and training to
attain target accuracy and results. Long term efficient models need to be well trained and improved over time.

Carefully select opportunities for deploying Al

Make sure the cost to implement is being balance with expected ROI from day one. Prioritize back office computer-to-computer
interactions use cases, particularly in IT, finance, and accounting as good places to start. These applications are currently driving
out high value and do not put your customers at risk while you are developing your Al acumen and early solutions.
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Automation

EFE =22

Optimization

M/L

Intelligent search
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R&R & Capability
R&R Capability
Al Concept - 2L Value Chain & QIZX|s =2 0| Biz / Al Expert
Designer Zast Y Y= A Usecase 2| & Consultancy
) - 23X|s =2 Al 23t HO[E{0] CHSH ,
Infor.matlon +=%/7t8, 7|E Data Model Restructuring Bl / Modeling
Architecture — o olx . & Al Expert
- Z2[FE X2 ?I% Data Pre-Processing
Al + Value Chain, Process(Al Based) 3l APls 3! TA/AA & Al
Architecture Solutions/Tools A OF7[ElX] AA| Expert
. + Value Chain, Process Bl APIsO| 2R3t
Gkl Library 5! 34 Logic 4|, &€ XS Lib A Al Producer
Modeler EOro| Al =
Algorithm « APIs ¥ Library, 250 229t 4 Logic I
Builder Building & Tuning (S5 Iteration TI&Y) Data Scientist
Algorithm « APls X Z2|F A7 stE Zot =l 8 Al Producer &
Instructor #3S, Re-Training &3 24| Expert
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@
Natural Language Analytics
Processing |:|/||:||:|

Pre—trained domain
Delegation to customer

knowledge
Avatar g support
|:||:||:|

Text

(Speech) Classification of intent

|dentify entities

Delegation to back—end robots
(extracting information)

Instant processing and end-to—end automation

Monitoring and Al training

Document Classification: KPMG Confidential
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There are several modules that need to be linked in order for the virtual agents to ensure a good user experience

High quality content ensures
that our virtual assistants Quality
predict correctly - with " "t content
responses that satisfy the

users

The features of the virtual

assistant provide a robust tool _ _ _ . . [ » API

belt and extensive capabilities > X support
=X

Every employee needs N

training and feedback at work. “

Digital assistants developed },Ao‘q Artificial AA_A Training

with artificial intelligence are ‘ Intelligence ? data

nothing different.

The platform's included analytics
dashboard is comprehensive and
user-friendly. The platform can
also be integrated with existing
CRM systems

KPMG

Analytic
insight

The platform is made up of several building blocks

The platform consists of several building blocks. To break
it down further, it consists of five main components:
GUI / Admin panel

The interface itself and the administration panel where
the content is developed and the model is tested
Analytics studio

The studio where responsible can follow up calls and
other statistics and history

Database

Prediction engine (machine learning)

The engine developed using machine learning that
predicts what answers users will get based on their
questions.

Front-end chat

The interface that the user addresses when it will take
advantage of the chat

The platform further focuses on easy integration with
external platforms when it comes to:

Front-end chat & Human Chat

APl / RPA platforms

user Authentication

Alternative hosting (On-Prem / Cloud)
Text-to-Speech and Speech-to-Text
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The technical components complement each other and form a robust solution built on technology

The model learns

online with new data Natural

- getting e Artificial Language

continuously Intelligence Processing

smarter. algorithms. Emoiji
. Support

Deep learning with state-of-the-
art neural networks train on
multiple GPUs at the same
time, reducing time spent
training and testing.

Automatic

Natural

Spelling Bl Ai platform
Correction

Language
Processing

Learning

In-house automated
spelling correction, Synonym
emoji support and Detection
synonym detection
makes it capable of
understanding users
- no matter how they
communicate.

Intent Sentiment

Model Model

Serves unlimited
intents, different |, ... ... .. 0 ... .
kinds of sentiment
and unlimited tags.
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In a typical implementation model, you begin to handle standard customer requests

OWeekl

Build, train and test algorithms on templates for phrases and

O Week 2

Define final scope for

inquiries = Declarations and final
designs on chatbot

Define platform and interface
operating model for
new chat solution = Map and classify

standard inquiries

Clear internal

resources towards = Define an overall

Pilot intention hierarchy
and actions

Detail the overall

project plan = Verify conceptual
design

A

\
amm ()

O Week 3-6

learning for solution

Detailed preparation of the hierarchy of intentions with
actions and answers to the various intensity levels.

Work out training data to train your chat.

Develop test data to test the prediction level on the chat

boat.
Test intentional prediction based on material

Adjust training materials and prediction

O Week 7-8

Launch & Delivery

Final acceptance test from internal
resources

Preparation of operational routines and
resources for go-live

Go live with Chatbot

Completion of documentation of intention
hierarchy, training data and test data.

Final report with further recommendations
for further development of chatbot and
CoE / Governance.
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Conclusion
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User experience design
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Machine
Learning

Low-Code

Native cloud

applications,

mobile

Big Data
analytics

System
backbone

. Adaptive Natural lang. Avrtificial
[ M Cognitive , i
alteration process. intelligence

Rules Screen
engine scraping RPA
@

() Data ingestion Advanced Process
=@ and integration Search mining
ERP/DWH Documents and emails Machines Devices/loT  Social Media/Web
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Key Highlights:

e Double-down on application
development business based on
established investment (RPA, BPM)

* Build leading capabilities in intelligent
interactions (chat) and intelligence
solutions

* Enable MC solution portfolio with
differentiated technology solutions

* |ldentify “next” digital disruptors and
quickly scale consulting business based
on constant market insight

* Build world class 3-tiered delivery model
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